
Capitolo 2 
Richiami di Probabilitˆ  

!  Soluzioni 

1. Dalla tabella 2.2 sappiamo che = = .Pr ( 0) 0 22,Y  = = .Pr ( 1) 0 78,Y  = = .Pr ( 0) 0 30,X  
= = .Pr ( 1) 0 70.X  Quindi 
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( ) 0 Pr ( 0) 1 Pr ( 1)

0 0 22 1 0 78 0 78,
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(c) La tabella 2.2 mostra che Pr ( 0, 0) 0 15,X Y= = = .  Pr ( 0, 1) 0 15,X Y= = = .  
Pr ( 1, 0) 0 07,X Y= = = .  Pr ( 1, 1) 0 63.X Y= = = .  Quindi 

cov( , ) [( )( )]
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1.  Per le due nuove variabili casuali 3 6W X= +  and 20 7 ,V Y= ! abbiamo: 

(a) 

( ) (20 7 ) 20 7 ( ) 20 7 0 78 14 54,

( ) (3 6 ) 3 6 ( ) 3 6 0 70 7 2

E V E Y E Y

E W E X E X

= ! = ! = ! " . = .

= + = + = + " . = . .
 

(b) 

2 2 2

2 2 2

var (3 6 ) 6 36 0 21 7 56,

var (20 7 ) ( 7) 49 0 1716 8 4084
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(c) 

(3 6 , 20 7 ) 6( 7) ( , ) 42 0 084 3 528

3 528
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2 La tabella mostra che Pr ( 0, 0) 0 045,X Y= = = .  Pr ( 0, 1) 0 709,X Y= = = .  Pr ( 1, 0) 0 005,X Y= = = .  
Pr ( 1, 1) 0 241,X Y= = = .  Pr ( 0) 0 754,X = = .  = = .Pr( 1) 0 246,X  = = .Pr ( 0) 0 050,Y  

= = .Pr ( 1) 0 950.Y  

(a) 

= = ! = + ! =

= ! . + ! . = . .

( ) 0 Pr( 0) 1 Pr ( 1)

0 0 050 1 0 950 0 950
YE Y Y Yµ

 

(b) Tasso di disoccupazione = Numero di disoccupati/ totale impiegati = Pr(Y=0) = 0.050 = 1-0.950 = 
1-E(Y) 

  
(c) Le probabilitˆ condizionate sono: 

Pr ( 0, 0) 0 045
Pr ( 0| 0) 0 0597,

Pr ( 0) 0 754
X Y

Y X
X

= = .
= = = = = .
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Pr ( 0, 1) 0 709
Pr ( 1| 0) 0 9403,

Pr ( 0) 0 754
X Y

Y X
X
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= .

 

Pr ( 1, 0) 0 005
Pr ( 0| 1) 0 0203,

Pr ( 1) 0 246
X Y

Y X
X
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= = = = = .

= .
 

Pr ( 1, 1) 0 241
Pr ( 1| 1) 0 9797

Pr ( 1) 0 246
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Le medie condizionate sono: 

( | 1) 0 Pr ( 0| 1) 1 Pr ( 1| 1)

0 0 0203 1 0 9797 0 9797,

( | 0) 0 Pr ( 0| 0) 1 Pr ( 1| 0)

0 0 0597 1 0 9403 0 9403

E Y X Y X Y X

E Y X Y X Y X
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(d) Usando il risultato ottenuto in (b), 
 

Tasso di disoccupazione tra laureati = 1-E(Y|X=1) = 1-0.9797 = 0.0203. 
Tasso di disoccupazione tra non laureati = 1-E(Y|X=0) = 1-0.9403 = 0.0597 

 

(e) La probabilitˆ che un lavoratore disoccupato scelto casualmente sia un neolaureato • 

Pr ( 1, 0) 0 005
Pr ( 1| 0) 0 1

Pr ( 0) 0 050
X Y

X Y
Y
= = .

= = = = = . .
= .

 

La probabilitˆ che tale lavoratore non sia un neolaureato • 

Pr ( 0| 0) 1 Pr ( 1| 0) 1 0 1 0 9X Y X Y= = = ! = = = ! . = . .  

(f) Il  livello dÕistruzione e lo stato occupazionale non sono indipendenti in quanto non soddisfano la 
seguente condizione per ogni valore di x e y, 

Pr ( | ) Pr ( )Y yX x Y y= = = = .  

Per esempio, 

Pr ( 0| 0) 0 0597 Pr ( 0) 0 050Y X Y= = = . ! = = . .  
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3. Sapendo che se 2,Y YY N µ !" #
$ %
& '

�  allora ~ (0,1)Y

Y

Y Nµ
!
"  e data lÕappendice 1, abbiamo che 

(a) 

1 3 1
Pr( 3) Pr (1) 0 8413
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(b) 

40 50 50 52 50
Pr (40 52) Pr

5 5 5

(0 4) ( 2) (0 4) [1 (2)]

0 6554 1 0 9772 0 6326
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 Il  teorema del limite centrale suggerisce che quando la dimensione del campione (n) • larga, la 

distribuzione della media campionaria ( )Y  si approssima a 2,Y YN µ !" #
$ %
& '

 con 
22 .Y

nY
!! =  Dato che 

100,Yµ =  2 43 0,Y! = .  

(a) 100,n =  
22 43

100 0 43,Y

nY
!! = = = .  e 

100 101 100
Pr( 101) Pr (1 525) 0 9364

0 43 0 43
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(b) 165,n =  

22 43
165 0 2606,Y

nY
!! = = = .   

100 98 100
Pr ( 98) 1 Pr ( 98) 1 Pr

0 2606 0 2606

1 ( 3 9178) (3 9178) 1 000 (rounded to four decimal places)

Y
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(c) 64,n =  

22 43
64 64 0 6719,Y

Y
!! = = = .   

101 100 100 103 100
Pr (101 103) Pr

0 6719 0 6719 0 6719

(3 6599) (1 2200) 0 9999 0 8888 0 1111
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Per n che diventa sempre pi•  grande 4/
c

n  diventa grande, e la probabilitˆ converge ad 1. 


